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ficed to establish place preference in the ab-
sence of other reward. These results establish a
causal role in behavioral conditioning for de-
fined spiking modes in a specific cell type; of
course, even a single cell type can release mul-
tiple neurotransmitters and neuromodulators (for
example, VTA DA neurons primarily release
DA but can also release other neurotransmitters
such as glutamate) and will exert effects through
multiple distinct downstream cell types. Indeed,
the optogenetic approach, integrated with electro-
physiological, behavioral, and electrochemical
readout methods, opens the door to exploring
the causal, temporally precise, and behaviorally
relevant interactions of DA neurons with other
neuromodulatory circuits (22–25), including
monoaminergic and opioid circuits important
in neuropsychiatric illnesses (26–28). In the pro-
cess of identifying candidate interacting neuro-
transmitter systems, downstream neural circuit
effectors (29), and subcellular biochemical
mechanisms on time scales appropriate to be-
havior and relevant circuit dynamics, it will be
important to continue to leverage the specific-
ity and temporal precision of optogenetic con-
trol (30).
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The Human K-Complex Represents
an Isolated Cortical Down-State
Sydney S. Cash,1*† Eric Halgren,2* Nima Dehghani,2 Andrea O. Rossetti,5 Thomas Thesen,3
ChunMao Wang,3 Orrin Devinsky,3 Ruben Kuzniecky,3 Werner Doyle,3 Joseph R. Madsen,4
Edward Bromfield,5 Loránd Erőss,6 Péter Halász,7,9 George Karmos,8,9 Richárd Csercsa,8
Lucia Wittner,6,8 István Ulbert6,8,9*

The electroencephalogram (EEG) is a mainstay of clinical neurology and is tightly correlated
with brain function, but the specific currents generating human EEG elements remain poorly
specified because of a lack of microphysiological recordings. The largest event in healthy
human EEGs is the K-complex (KC), which occurs in slow-wave sleep. Here, we show that KCs are
generated in widespread cortical areas by outward dendritic currents in the middle and upper
cortical layers, accompanied by decreased broadband EEG power and decreased neuronal firing,
which demonstrate a steep decline in network activity. Thus, KCs are isolated “down-states,”
a fundamental cortico-thalamic processing mode already characterized in animals. This
correspondence is compatible with proposed contributions of the KC to sleep preservation and
memory consolidation.

Although the electroencephalogram (EEG)
is known to directly and instantaneously
reflect synaptic and active transmembrane

neuronal currents, the specific channels, synapses,
and circuits that generate particular EEG elements
in humans remain poorly specified. Much of the
EEG is composed of repeated wave forms with
characteristic morphologies, durations, amplitudes,
frequency content, evoking events, and back-
ground states (1). The largest of these EEG
“graphoelements” is the KC, characterized by a
short surface-positive transient followed by a

slower, larger surface-negative complex with
peaks at 350 and 550 ms, and then a final pos-
itivity peaking near 900 ms, followed sometimes
by 10- to 14-Hz “spindles” (2–4). KCs occur in
non–rapid-eye-movement (non-REM) sleep, es-
pecially stage 2. Deeper sleep (stages 3 to 4) is
characterized by slow waves, demonstrated in
extensive animal studies to consist of a “slow
oscillation” between periods of intense firing by
both excitatory and inhibitory cortical neurons
(termed “up-states”) and periods of neuronal
silence (“down-states”) (5–9). Using micro- and

macro-electrode arrays placed in patients under-
going evaluation for epilepsy (10), we demonstrate
that the microphysiological characteristics of hu-
man KCs appear identical to those of down-states
recorded in the same patients.

Typical KCs were recorded in eight patients
(11). KCs were either spontaneous or evoked
by a weak auditory stimulus. Within a given pa-
tient, the basic KC wave forms were similar
regardless of whether they were recorded at the
scalp or intracranially (Fig. 1A). In all cases, the
wave form was dominated by a large deflection
occurring ~500 to 600 ms after the onset of a
stimulus, or after the onset of the initial deflection
for spontaneous KCs. Characteristic KC wave
forms were recorded by subdural electrodes placed
on all cortical lobes, demonstrating widespread
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generation (Fig. 1B). In all scalp and most intra-
cranial sites, this deflection was surface-negative.
Different KCs recorded in the same patient varied
in their relative size and timing across cortical
locations (Fig. 1C). That is, KCs were not com-
pletely synchronous across the cortical surface,
nor were the direction or duration of the transcor-
tical delays constant across different KCs.

Potential gradients across cortical layers dur-
ing KCs were recorded during these same
events by using linear arrays of microelectrodes
in temporal, frontal, and parietal sites (Fig. 1A).
In all cases, KCs seen on the scalp electrodes
were also observed on microelectrodes of the
array and vice versa. Spontaneous and evoked
KCs were recorded in four patients. They
showed similar wave-form characteristics and
distribution (Figs. 1D and 2), with the maximal
negative response present on the same record-
ing channel. No significant differences were
found in the peak amplitude or area under the
curve during this peak between spontaneous and
evoked KCs (t test and Kolmogorov-Smirnov
test; powered ≥0.80 to detect a 20% difference
at P < 0.05).

Current source density calculated from these
data showed a consistent pattern for both spon-
taneously occurring and triggered KCs. During
the surface-negative slow deflection, there was
a current sink in the channels closest to the
cortical surface, whereas a substantial source
was present in middle channels ~450 to 600 mm
below the sink. This pattern, observed in all

subjects, likely corresponds to a passive sink
centered in layer I and an active source centered
in layer III (Figs. 2, A and B, and 3A1). Suc-
cessful recordings of multiunit neuronal firing
were obtained in four subjects, all of whom
showed decreased firing during the surface-
negative slow deflection of either spontaneous
or evoked KCs (Figs. 2, A and B, and 3A2).
The pattern of sinks and sources and the de-
creased neuronal firing changes described here
indicate hyperpolarizing current flow in layer III
during the large surface-negative deflection.

Analysis of the spectral content of both spon-
taneous and evoked events consistently dem-
onstrated a broadband decrease in the activity
during the surface-negative event in multiple
cortical layers when we used microelectrodes
and in multiple locations with subdural macro-
electrodes (Fig. 3). This was particularly pro-
nounced for higher-frequency (gamma) activity
from 20 to 100 Hz; low-frequency components—
representing the wave form itself—were often
maintained. High frequencies could remain de-
pressed past resolution of the negative deflec-
tion. In six subjects, higher-frequency power
briefly increased at KC onset. However, in no
case was the surface-negative slow event pre-
ceded by rhythmic modulations of current or
gamma power.

This study provides strong evidence that
KCs are induced cortical down-states. First, our
recordings demonstrate that KCs are generated
in widespread cortical locations. Previous extra-

cranial EEG (12), magnetoencephalogram (MEG)
(13), and intracranial EEG recordings (14, 15)
have not provided unambiguous localization of
KC generators because of difficulties in localiz-
ing widely distributed sources. Local KC gener-
ation near the electrode contact is highly likely
in our recordings from the cortical surface and
is certain when steep gradients are recorded
at 150-mm intervals with microelectrode arrays.
Widespread intracortical generation of KCs is
consistent with the generation of down-states in
lower mammals, which arise in distributed cortico-
cortical networks (16).

The current study also demonstrates that KCs
in humans are associated with strong and con-
sistent decreases in gamma and multiunit activ-
ity, similar to those observed in animals during
the down-state and indicating widespread de-
creases in cortical activity (5, 6, 8, 9, 17). Direct
confirmation of identical microphysiology was
obtained in our subjects by comparing KC and
slow-oscillation down-states recorded within
the same sleep session and by the same micro-
electrode arrays (Fig. 2). Even at the 150-mm
resolution of these recordings, the two condi-
tions evoke identical laminar distributions of
transmembrane currents (correlation coefficient
at the peak of the deflection was 0.95 between
spontaneous KC and slow waves and 0.96 be-
tween evoked KC and slow waves, with P <
10–12 for both). The indices of network synaptic
activity (gamma power) and of population fir-
ing (multiunit activity) were both decreased
during the KC in all cortical layers, but especially
in the supragranular layers, as is characteristic of
the slow-oscillation down-state (Fig. 3). Finally,
although various inhibitory processes in the cor-
tex have a wide range of durations, from less than
20 ms to several seconds, the KC and slow-
oscillation down-states both last ~400 ms.

Although the data thus strongly support the
proposal of Amzica and Steriade (7) that the
KC reflects a cortical down-state, it does not
support their corollary proposal that the KC is
always part of an underlying oscillation (18).
Rather, our evidence indicates that, at both the
intracortical and epicortical levels, isolated KCs
are the rule rather than the exception during
stage 2 sleep. This is consistent with numer-
ous observations over the past 70 years (2–4).
Also consistent with these previous studies, but
in contrast with Amzica and Steriade (7), we
found the major component of KCs to be
surface-negative.

The down-state is characterized by hyper-
polarizing potassium currents, as well as low
synaptic activity (6). The lack of a local up-state
preceding the KC may pose difficulties for the
proposal that an activity-dependent accumula-
tion of calcium or adenosine diphosphate (ADP)
triggers a potassium current and, thus, the down-
state (19–21). Our findings, as well as recent evi-
dence that the onset of the down-state is more
synchronous than that of the up-state (16), suggest
the need for additional synchronizing mecha-

Fig. 1. Spontaneous and evoked KCs recorded simultaneously from the surface of all cortical lobes. (A)
Approximate locations of microelectrode arrays in the eight patients (Pt.) studied. (B) Averaged
spontaneous KCs recorded with grid electrodes in multiple cortical locations and from the scalp (subject
E). Unaveraged spontaneous (C and D) and evoked (D) KCs from the same electrodes. Red asterisks
show earliest deflection during the KCs and demonstrate the variability in onset and spread. Sleep
stages and KCs were identified during natural sleep with standard criteria (27). KCs were evoked with
occasional tones. Subdural electrode arrays were placed to confirm the hypothesized seizure focus and
to locate epileptogenic tissue in relation to essential cortex, so as to direct surgical treatment.
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nisms, for instance, cortico-thalamo-cortical inter-
actions, as have been shown for the sleep spindle
(22). For example, in the tone-evoked KC, ini-
tial medial geniculate and auditory cortex activa-
tion could trigger a local down-state that spreads
via thalamo-cortical and cortico-cortical connec-

tions. KCs would then occur spontaneously be-
cause of a similar mechanism, only with the
sensory stimulus occult to the investigator (e.g.,
gastric), or because of a spontaneous burst of
cortical activity. Thus, the KC down-state may
follow an up-state, but only in the initiating zone.

Our finding that successive KCs arise in varia-
ble cortical locations (Fig. 1D), which confirmed
scalp recordings (12) and computational models
(19), is consistent with this interpretation.

Sleep is thought to perform essential restor-
ative and mnestic functions (23). Maintaining
sleep is therefore crucial, but so is awakening in
the face of danger. Our finding that the KC rep-
resents an isolated down-state supports the the-
ory that it suppresses cortical activity and, thus,
arousal in response to stimuli that are judged by
the sleeping brain not to be dangerous (3, 4).
Increasing evidence supports a strong contribu-
tion to memory consolidation of stage 2 sleep,
characterized by KC and spindles (24). The cor-
tical down-state may provide a period when the
near absence of neural activity induces a blanket
suppression of synaptic strengths, balancing the
synaptic enhancement occurring during waking
and up-states and thus preserving the signal-to-
noise ratio in network representations (25). In ad-
dition, during the recovery from the down-state,
cortical firing “reboots” in a systematic order,
which allows the potential for engrams encoded
in dynamic assemblies of neuronal firing to be
repeatedly practiced and thus consolidated (26).
The current study ties a universal, normal, prom-
inent, easily-observed EEG phenomenon to its
underlying substrate of membrane currents and
neuronal circuits through direct observation and
homology with animal studies. This allows pre-
vious observations relating human sleep EEG
to memory and sensory arousal to be interpreted
within mechanistic neural models.
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Crystal Structure of the Nuclear Export
Receptor CRM1 in Complex with
Snurportin1 and RanGTP
Thomas Monecke,1* Thomas Güttler,2* Piotr Neumann,1 Achim Dickmanns,1
Dirk Görlich,2† Ralf Ficner1

CRM1 mediates nuclear export of numerous unrelated cargoes, which may carry a short
leucine-rich nuclear export signal or export signatures that include folded domains. How CRM1
recognizes such a variety of cargoes has been unknown up to this point. Here we present the crystal
structure of the SPN1⋅CRM1⋅RanGTP export complex at 2.5 angstrom resolution (where SPN1 is
snurportin1 and RanGTP is guanosine 5′ triphosphate–bound Ran). SPN1 is a nuclear import
adapter for cytoplasmically assembled, m3G-capped spliceosomal U snRNPs (small nuclear
ribonucleoproteins). The structure shows how CRM1 can specifically return the cargo-free form of
SPN1 to the cytoplasm. The extensive contact area includes five hydrophobic residues at the SPN1
amino terminus that dock into a hydrophobic cleft of CRM1, as well as numerous hydrophilic
contacts of CRM1 to m3G cap-binding domain and carboxyl-terminal residues of SPN1. The
structure suggests that RanGTP promotes cargo-binding to CRM1 solely through long-range
conformational changes in the exportin.

Nuclear transport proceeds through nucle-
ar pore complexes (NPCs) and supplies
cell nuclei with proteins and the cyto-

plasm with nuclear products such as ribosomes
and tRNAs. Most nuclear transport pathways are
mediated by importin b–type nuclear transport
receptors, which include nuclear export receptors
(exportins), as well as importins (1, 2). These
receptors bind cargoes directly or through adapter
molecules, shuttle constantly between the nucle-
us and cytoplasm, and use the chemical potential
of the nucleocytoplasmic RanGTP-gradient to
act as unidirectional cargo pumps (where GTP is
guanosine 5′ triphosphate and RanGTP is GTP-
bound Ran) (3).

Exportins recruit cargo at high RanGTP
levels in the nucleus, traverse NPCs as ternary
cargo⋅exportin⋅RanGTP complexes, and release
their cargo upon GTP hydrolysis into the cyto-
plasm. CRM1 (exportin1/Xpo1p) (4, 5) and CAS
(Cse1p/exportin2) (6) are the prototypical exportins.
Whereas CAS is specialized to retrieve the nu-
clear import adapter importin a back to the cy-
toplasm (6), CRM1 exports a very broad range of
substrates from nuclei (4, 5, 7–11), including
ribosomes and many regulatory proteins. It also
depletes translation factors from nuclei and is
essential for the replication of viruses such as
HIV.

CRM1 has a dual function during biogenesis
of spliceosomal U small nuclear ribonucleopro-
teins (snRNPs). It exports m7G-capped U small
nuclear RNAs to the cytoplasm (4, 12), where
they recruit Sm-core proteins and receive a 2,2,7-
trimethyl (m3G) cap structure. The import adapter
snurportin 1 (SPN1) and importin b then transport
the mature m3G-capped U snRNPs into nuclei
(13). To mediate another import cycle, SPN1 is
returned to the cytoplasm by CRM1 (14).

Many CRM1 cargoes harbor a leucine-rich nu-
clear export signal (NES) that typically includes
four characteristically spaced hydrophobic resi-
dues (7). Examples are the HIV-Rev protein (15)
or the protein kinase A inhibitor (PKI) (16). In
other cases, however, CRM1 recognizes not just
a short peptide, but instead a large portion of the
export cargo; here, SPN1 is the prototypical
example (14). CRM1 binds SPN1 tighter than
other export substrates, apparently because CRM1
must displace the imported U snRNP from SPN1
before export may occur.

The cytoplasmic dissociation of CRM1 from
SPN1 is essential for multi-round import of U
snRNPs. Hydrolysis of the Ran-bound GTP alone
is insufficient to fully disrupt the interaction (Fig. 1,
A to C) (14), but importin b can displace CRM1
from SPN1 (Fig. 1A). Thus, either the binding sites
of SPN1 for CRM1 and importin b overlap, or
importin b forces SPN1 into a conformation that
is incompatible with CRM1 binding.

Two functional domains in SPN1 have been
described: (i) the m3G cap-binding domain
(SPN97–300) (17) and (ii) the N-terminal importin
b–binding (IBB) domain (SPN140–65) (14, 18, 19),
which confers binding to and import by importin
b (20). A multiple alignment of SPN1 from var-
ious species revealed another conserved region
that precedes the IBB domain and includes the
hydrophobic residues Leu4, Leu8, Phe12, and
Val14. Mutating any of those residues to serine or
deleting Met1 strongly impaired the interaction
with CRM1, in particular at higher salt concen-
trations (Fig. 1B and fig. S1). Even though the
SPN1 N terminus (with its conserved hydropho-
bic residues) resembles a classical NES, there are
clear differences: foremost that CRM1 binds the
isolated SPN1 N terminus (SPN11–21) consider-
ably weaker than, for instance, the PKI-NES
(Fig. 1C). In the context of full-length SPN1,
however, this difference ismore than compensated
by the contribution of the m3G cap-binding
domain to the CRM1 interaction.

We then assembled, purified, and crystallized
an export complex containing full-length human
SPN11–360, full-length mouse CRM11–1071, and
GTP-RanQ69L1–180, a C-terminally truncated
and GTPase-deficient form of human Ran (21).
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